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Abstract. The three-dimensional models used to embody intelligent agents are
becoming increasingly realistic. We discuss two studies in which we embodied
intelligently behaving virtual agents with photographically realistic models of
human subjects heads and faces. We then immersed those subjects with agents
embodied with their virtual selves and compared their interactions and nonver-
bal behaviors to separate subjects who were immersed with agents embodied
with virtual others. Subjects treated agents embodied with their virtual selves
fundamentally differently than agents embodied with virtual othersin regards to
both measured nonverbal behaviors and questionnaire ratings. Implications for
systems incorporating realistic embodied agents are discussed.

1 Introduction

About twenty years ago, William Gibson [6] described an outrageous world in
which an intelligent agent masqueraded through virtual space by embodying the
faces, bodies, and personalities of real people. Veritable human beings who interacted
with this agent had great difficulty discriminating the agent from their fellow humans.
While his brilliant work, Neuromancer, was fiction, as the decades pass by certain
aspects of his visions begin to ring true. Embodied agents are becoming increasingly
common in business applications, communications systems, and entertainment.

How intelligent would avirtual agent haveto bein order to fool areasonable human
in the manner described above? Not surprisingly, this depends on how one defines
intelligence. From atraditional artificial intelligence perspective, one might look to the
agent's ability to solve specific problems such as machine vision or language under-
standing. For these tasks and many others, no agent (i.e., algorithm) exists today that
competes favorably with human capabilities, so when comparing agents to humansin
an objective sense, agents are not likely to fool a human. While this certainly may
change in the future, we believe in many situations today it is not the actual intelli-
gence that matters but rather the perceived state (i.e., intelligence, intention, identity,
etc.) of the agent that matters. As philosophers and psychologists have argued for



over a century, what matters in human-human interaction are the interactants' subjec-
tive beliefs about one another, not the objective truth of the interaction. Since one of
the many important applications of virtual agent technology is interaction with hu-
mans, understanding how an agent can fool or otherwise impact human-agent interac-
tion will be crucial to development and future success of agent technology.

The question becomes: What drives the perception of an agent’s intelligence, in-
tention, and identity? There are many likely variables that interact in complex ways,
some of which are photo-realism, non-verbal behavior, autonomy, and interactivity [4].
However, extremely realistic digital humans are now making their debut in the public
arena and may have a dramatic impact on the manner in which these variables interact.
Asacasein point, we cite both Eve Solal, a new and popular personality on the World
Wide Web who models clothing, DJ's parties, and even has her own “agent” (i.e., a
human being who is responsible for managing her contracts); and a current film, “Final
Fantasy,” whose cast consists exclusively of realistic three-dimensional agents (in
contrast to previous full-length animated films that used the cartoon mechanism as a
way of suspending disbelief).

In the research community, there is a growing body of research using experimental
methods to carefully test human-agent interactions. This research shows that humans
respond to virtual agentsin ways that are very similar to their responses to other hu-
mans. A remarkable finding of thiswork isthat thisis true even for non-photorealistic
agents that have very basic levels of behavior or interactivity [10]. It appears that
built-in mechanisms in the human mind engage and respond in social manners to cer-
tain low-level stimuli, including agents. As such, we propose that in many instances it
may be possible to generate meaningful human-agent interactions by evoking these
built-in mechanisms, while at the same time relieving the agent developer from the
burden of programming sophisticated algorithms of cognitive abilities. In these ways,
we believe agents can use low-level influences to 'fool' humans in a social arena. In
fact, it may be nearly impossible to avoid being fooled in cases in which an agent
evokes certain basic characteristics or behaviors.

In the current paper, we discuss what we believe to be an extremely serious and
substantial issue. How do people react when exposed to agents embodied with their
virtual selves?

What is the virtual self? The answer to this question may in fact be more appropri-
ate for philosophers than for social or computer scientists. However, in this discus-
sion, we operationally define the virtual self as a virtual entity that resembles a given
human along a certain dimensions (e.g., face, body, behavior, personality, etc.). The
middle and right panels of Figure 1 show an example of a virtual self that has facial
resemblance to a particular individual (as shown in the left panel). We contrast the
term “virtual self” to the term “avatar,” which has recently been adopted to describe a
virtual entity that serves as one’s proxy, because an avatar need not resemble the self
along any particular dimension.

According to our definition, the virtual self can be conceptually framed in ways
quite different from one's actual self. Consider an Internet-based chat room, or per-
haps an immersive virtual environment (IVE) in which there are many virtual represen-
tations of people walking around. A given user can traverse that environment, and the




virtual self, the representation that looks just like the user, can be used as her avatar.
In other words, the movements and actions of that virtual representation can be
completely tied to and controlled by the user. The user does not see her own face

(unless she looks into a virtual mirror), and when the user looks down, she sees her
own torso and feet. In thistype of asituation, the virtual self is most closely tied with
the actual self.

However, consider the following situation. A given user has her virtual self in the
chatroom, and then decides to get up and abandon whatever interface device she was
using to control it. While she is gone, her little brother meanders into the room and
plugs into the chatroom, commandeering the user's virtual self to traverse the envi-
ronment. The little brother tours the chatroom, guiding the visual analog of his older
sister through the environment. In this sense, avirtual self can be used by anyone to
masquerade through virtual space. Virtual identity is not necessarily tied to physical
identity.

More provocatively, a virtual self can be driven by an intelligent agent, some kind
of algorithm that controls the representation. Virtual environments are increasingly
becoming popular for both communications and commerce. One can conceivably
design a computer program that is capable of guiding his virtual self through these
different types of environments. In other words, if auser wantsto send his virtual self
to a chatroom, and to have his virtual self personally give every user in that environ-
ment his home phone number, the user does not necessarily have to be physically
attached to his virtual self in order to accomplish that goal. He can simply use his
virtual self to embody an intelligent agent who can easily run such an errand.

If we examine this last case more closely, some potentially unsettling questions
arise. Assume that a person uses his virtual self to embody an agent and sends that



embodied agent into a virtual environment. Then that user himself enters the virtual
environment, and while traversing the environment encounters the agent driving his
virtual self. In other words, he discovers another entity that resembles him along
various dimensions and yet isin no way respondent to his movements or actions (as
would beif hewerelooking in amirror). Does hetreat that virtual entity like himself, or
like someone else entirely? Is this like running into along lost twin, or is the resem-
blence between the user and the agent irrelevant to their interaction? In other words,
can the virtual self be defined by a user's visual representation or behavioral personal-
ity, even if that visual representation isnot at all tied to a user's actions or behaviors?

It is possible to take this hypothetical situation abit further. Suppose that the user
always uses his virtual self to embody a given agent, and on a daily basis he shares
virtual space with the agent and interacts often with the virtual representation. How
attached does he become with the embodied agent? If there was a database failure or
a computer crash, and the virtual self was destroyed, is the user upset? Does he
mourn for the death of his virtual representation? Isit like losing a best friend, or like
losing afaithful dog? Or isit more akin to losing a goldfish? Is the representation of
thevirtual self completely replaceable, or will the old one be sorely missed?

The notion of a detachable virtual self opens up a plethora of mind-boggling ques-
tions; moreover every question raised tends to hint at dozens of others. For this rea-
son, social science research concerning embodied and intelligent agents is uniquely
exciting. In the following paper we describe two studies which barely scratch the
surface of the research which will become absolutely necessary as humans begin to
rely more and more on visual analogs of themselves.

The remainder of this paper will be structured as follows. First, we briefly discuss
previous work that has measured human behavior in the presence of agents. Next, we
describe the technique we use to produce realistic virtual representations of peoplein
a single experimental session. Finally, we report data from two experiments in which
subjects came to the lab, waited while we built their virtual selves, and then interacted
in a number of novel situations with agents that were embodied with their virtual
selves.

1.1 Behavioral Measuresof Social | nfluence

There has been substantial research on interactions between intelligent agents and
humans. For the sake of brevity, we limit discussion here to work on measuring the
degree of socia influence that humans exhibit during an interaction with an embodied
agent.

We define social influence as the degree to which users of a virtual environment
behave asif avirtual agent isin fact areal human being. Previous work suggests that
the true litmus test for social influence lies in the behavioral experience of the user
[3,4,7,8,9,12,13] . In other words, asking the user to explicitly discuss the humanity of
the agent may be somewhat informative, but the surefire way to determine a user's
regard for an agent's humanlike characteristics isto measure that user's behavior.



In our previous work [3], we have focused on a specific nonverbal behavior called
proxemics, the amount of interpersonal distance that a user leaves between himself
and an embodied agent in an IVE, as agauge for social influence. We manipulated the
realism of virtual agents’ behavior and appearance. In regards to personal space, sub-
jects in those studies treated embodied agents in a manner similar to real humans. Our
users traversed the virtual environment attempting to memorize incidental features of
the agent, such as the agent’s name, hair color, and shirt color. Even though they were
unaware of our measuring their personal space, the average minimum distance ke-
tween them and the virtual agent was close to a half-meter away, indicating that users
avoided direct contact with the agents. In addition, the shape of the personal space
bubble around the embodied agents closely resembled the shape of the bubble that
people typically leave around real humans, with the front distance being larger than
the back distance [1]. This study also included a control condition in which subjects
walked around a pylon of similar shape and size of a virtual human. They went much
closer to the pylon than to the embodied agent.

Furthermore, the personal space bubble changed as a function of our realism ne-
nipulations. Previous research has demonstrated that interpersonal distance is higher
between people who are maintaining eye contact than between those who are not [1].
Consequently, we also manipulated gaze in our studies. In conditions where the virtual
agent exhibited realistic mutual gaze behavior by turning their heads to maintain eye
contact with the users, the users left more personal space between themselves and the
virtual agent than in conditions where the agent did not maintain mutual gaze.

In the first study described in this paper, we again measure the user's proxemic be-
havior, this time while they are immersed with an agent embodied with their virtual self
inan IVE. We aso gauge their explicit reactions through post-experimental interviews
and questionnaires. In the following section we discuss the manner in which we build
the virtual self.

2 Virtual Sdf Construction

Building the virtual self involves three main stages: creating the texture mask of the
user’s head and face, applying that texture of the user to a three dimensional template
model, and then animating behaviors of the agent embodied with the user's texture
map. We describe those processesin turn.

When the user arrives at our laboratory, we use adigital camerato take four photo-
graphs of the user’s head and face: one profile, one head-on shot with the user’s eyes
closed, one with the user’s eyes open, and one with the user’s mouth open. Using a
technique similar to that described by Sannier and Thalmann [11], we then stitch the
profile and one of the front views together in order to create a texture mask that wraps
around athree-dimensional model. Next, we use an image editor to create an additional
texture mask with the user’s eyes closed (to be used in a blinking animation).

We used two three-dimensional mesh models as templates: one for women and one
for men. To apply auser’s mask texture onto the appropriate three-dimensional model,



we stretched the texture mask to ensure that the user’s eyes, nose, mouth, and ears
were in the correct locations on the model. We then used 3D modeling software to
wrap the texture mask onto the model.

The embodied agent exhibited two separate nonverbal behaviors in order to create
the perception of at least low-level intelligence. The first was blinking. At random
intervals between two and five seconds, we swapped the texture map with the user's
eyes closed onto the mesh model. The eyes remained closed for 200 ms before we
switched back to the original texture mask.

The second behavior was head-turning. The embodied agent continually turned its
head so that it constantly gazed at the user’ s face as he or she traversed the environ-
ment. The agent's head turned 85 degrees about the vertical axis in either direction.
When the user walked beyond that point, the agent's head slowly turned back to
looking straight ahead, until the user walked back within the 85 degree range. At that
point the agent again maintained eye contact with the user.

3 Experiments

We now describe two studies we have conducted that measure the different ie-




sponses people make to virtual agents. In both studies, we designed our agents to
exhibit behaviors such as mutual gaze and blinking that create the perception of at
least rudimentary intelligence. The key distinction we addressed with the current
research is whether or not the agents visually resembled our subjects. The first study
draws on the previous findings (as discussed in section 1.1) that people are unwilling
to approach behaviorally realistic agents closer than they would a real human being,
and tests further how this behavior may change when one uses self-identity to ne-
nipulate the perceived level of intimacy with an agent. Study two again uses identity
to manipulate agent intimacy and tests whether perceived agent mortality affects peo-
ples emotions and self esteem.

In these studies, we sought to maximize a) social influence from the virtual agents
and b) the ecological validity of walking behavior and personal space tendencies. Asa
result we chose to use IVE rather than desktop simulations. The technology for the
current studies has been described in detail elsewhere[3], but is described briefly here.
The head mounted displays (HMDs) were Virtual Research V8 HMDs with 680 by 480
resolution stereoscopic LCD devices running at 72 Hz refresh rates. Visual rendering
was stereoscopic with a 60 degrees diagonal field of view. The display updated on
average at a frame rate of 36 Hz with a latency of less than 65 ms between subjects
head or body movements and the concomitant update in the visual display. We
tracked the subjects’ orientation with inertial tracking and their position with passive
optical tracking. Graphics were generated on a 450 MHz dual-processor, Intel Pentium
[11 based-PC using an Evans & Sutherland Tornado 3000 video adapter. The real-time
rendering software is OpenGL-based and has been developed internally. Figure 2
shows a photograph of the different components of the system we employed to run
both studies.

3.1 Study 1: Personal Space

The fundamental question we ask in this experiment is this: Do people feel special
ties with a three-dimensional model that looks like them? In other words, does a user
pay special regard to an agent if it is embodied with their virtual self?

To answer this question, we examined users' proxemic behavior. We had the users
walk around the IVE and examine an embodied agent. We had two conditions in this
study. In the self condition, people walked around an agent embodied with their vir-
tual self. Inthe other condition, people walked around an agent embodied with a vir-
tual other. Unbeknownst to the user, we constantly recorded their position in the
room in order to measure the amount of personal space they left between their physi-
cal body and the agent embodied with their virtual self. Previous research has demon-
strated that people traversing an IVE leave appropriate amounts of personal space
between themselves an unfamiliar agent [3]. However, if the agent is familiar to a user,
if in fact that agent is embodied with the user's virtual self, does the user still feel the
need to maintain the appropriate amount of personal space? This question, one which
never had the mechanism or the motivation to be studied before the advent agent
technology, was our focus here.



Subjects arrived at the lab one at a time for a one-hour session. We immediately
took their pictures and began stitching their photographs together. During the stitch-
ing process (which took approximately 20 minutes to complete), subjects completed a
biographical questionnaire.

We then immersed the subjects in a virtual environment that contained a floor and
avirtual agent. Figure 3 illustrates the setup; here we have inserted a photograph of an
actual participant into the rendered scene in order to illustrate the scale of the room.
However, the subjects could not see themselves wearing the HMD; they could only
seevirtual agent.

The virtual eyeheight of the participant was set to 1.7 m, which was also the exact

height of the agent’s eyes. We used the same generic body for all subjects. As Figure
3 illustrates, the body was always covered by a loosely fitting robe. We focus on the
head and face because we believe that a majority of a person’s identity is captured in
that region. Furthermore, modeling the entire body would be too time consuming and
difficult to do in asingle experimental session using our current methods.

The usable tracking space in the physical room was approximately 3m x 3m. When
the subjects entered the virtual room, they were approximately 1.5m away but facing



the agent, who was also initially facing the subjects. We instructed subjects to walk
to the left side of the agent, then to the right side of the agent, and then to the front of
the agent.

There were 16 subjects in the study; eight of whom walked up to their virtual
selves and eight of whom walked up to avirtual other (acontrol condition). The model
used to embody the agent in the virtual other condition was always the same gender
as the subject, and was chosen from a pool of models of people unfamiliar to the sub-
jects. Asafurther control, subjects in the virtual other condition also had their pic-

Cistance to Virtuad Others [meters) Distance to Virtual Self imeters)

tures taken and their faces made into virtual models. Both types of agents—self or
other—exhibited the same behaviors, namely blinking and head-turning. All subjects
received partial course credit for an introductory psychology course for participation.
The computer system sampled the subjects’ position at a rate of approximately 8
hertz. Each sample measured the subjects’ position in the virtual room, and we com
puted the distance obtained between the participant and the center-point of the virtual
agent’s head during each trial. Subjects had no problems navigating (i.e., physicaly
walking) through the virtual space and none experienced any significant simulator-



sickness. After the study, none of the subjects indicated that he or she had guessed
their proxemic behavior was under scrutiny.

We measured personal space, our index of social influence, by using minimum dis-
tance, the shortest distance that a given participant maintained between themselves
and the agent across trials. Our previous studies on proxemicsin IVEs also utilized this
measure.

We hypothesized that virtual selves would be perceived as more intimate and
therefore subjects would not feel the need to maintain as high a level of personal
space between their virtual selves as between virtual others. Thisis exactly what we
found. Subjects went much closer to their virtual selves(M = .23 m, SD = .15) than to
the virtual others (M =.51m, SD =.19), F(1,14)=11.23, p<.005. Figure 4 shows plots of
the position samples in the two conditions. Clearly, the bubble of persona space is
much larger around the agent embodied with the virtual other than around the agent
embodied with the virtual self.

Importantly, the current study replicates the size of the personal space bubble
(about half a meter) that has been established in previous research on agentsin virtual
environments with respect to virtual others. The current data provide a notable excep-
tion in the case of virtual selves; here subjects do not leave a large personal space
bubble between their physical bodies and their virtual selves.

This result makes sense given the past research on personal space. The size of the
personal space bubble between two people gets is inversely proportional to the level
of intimacy [1]. When people identify aspects of themselves in an otherwise autono-
mously behaving agent, we conclude they experience increased levels intimacy with
the agent and are therefore willing to reduce the personal space bubble.

In addition to measuring their personal space, we also verbally administered a rat-
ings questionnaire while they were immersed with the agent. The questionnaire is
shown in the Appendix, and measures self reported social presence (i.e., the degree to
which people report being in the presence of a veritable human being), affect towards
the agent, and finally, how willing they would be to perform a series of embarrassing
actsin front of the agent.

To measure affect, we averaged questions seven and eight from the Appendix.
Therewas atrend for people to show positive affect towards the agent embodied with
their virtual self (M = .50, SD = 1.40) and negative affect towards the agent embodied
with the virtual other (M =-.37, SD = 1.18), however, due to the small number of sub-
jectsin this study, this difference was not statistically reliable. To measure social pres-
ence, we took a summation score of the first six questions from the Appendix. Positive
numbers indicate high social presence while negative numbers indicate low social
presence. According to their verbal report, people experienced no reliable differencein
social presence in the two conditions, with a mean score of -1.95 (8D = 6.00) for the
virtual self and -2.04 (SD = 6.85) for the virtual other.

Perhaps the most interesting data from the questionnaires is the willingness to per-
form an embarrassing act. We took a summation score of the last four questions from
the Appendix; positive numbers indicate willingness to commit an embarrassing act
(i.e., change clothes or tell secrets to the agent) while negative numbers indicate un-
willingness to commit an embarrassing act. Subjects were more willing to commit an



embarrassing act in front of an agent embodied with their virtual self (M =425, SD =
3.11) than in front of an agent embodied with a virtual other M = .13, SD = 5.11),
F(1,15)=3.80, p<.07. Clearly, our subjects were experiencing a unique relation with the
agent embodied with their own representation if they were willing to change their
clothesin front of it! In other words, the subjects experienced a lesser degree of self-
consciousness in front of their virtual self than in front of the virtual other.

3.2 Study 2: Agent Mortality

In the first study, we demonstrated that people exhibit unique nonverbal behavioral
affinities towards an agent embodied with their virtual self. In the second study, we
sought to answer the following question: Are the ties that people form with their vir-
tual selves strong enough to elicit negative responses when those virtual selves are
destroyed?

In the second experiment, we recruited people from the community and embodied
agents with their virtual selves. As a cover story, we told them we were creating a
permanent archive to store three-dimensional versions of people. We then had two
conditions: amortality and a control condition. In the mortality condition, we feigned
a computer crash and deceived subjects by convincing them we had lost their virtual
selves. In the control condition, we kept the version of their virtual selves. We then
compared the two groups on a number of measures to gauge their reaction to the
"loss" of their virtual selves.

We recruited subjects from our second study by putting an advertisement in the lo-
cal newspaper, offering to pay subjects to put themselves into our virtual three-
dimensional database. The purpose of doing thiswasto ensure that our subjects were
highly motivated to have their virtual selves created. In other words, if someone was
willing to answer an advertisement in the newspaper and drive out to campus, then we
could assume that they were at least moderately excited at the prospect of having a
virtual self. An unanticipated benefit of this recruitment strategy was that we had
large amounts of diversity in age (M = 35, Min =21, Max =58) and occupation.

This study was very similar to the first one, in that subjects came into the lab,
posed for photographs, and waited while we built virtual versions of them. We con-
structed the virtual self and animated the embodied agent in exactly the sasmeway asin
the first study. In the mortality condition, while the subjects were navigating about
the IVE and interacting with their virtual self, we feigned a computer failure and con-
vinced the subjects that we had not only crashed our system, but also had lost all
traces of their virtual selves. We then administered a number of questionnaire-based
measures of attitude change and self-esteem. In the control condition, subjects trav-
ersed through the IV E with the agent embodied with their virtual selves and then filled
out the same attitude and esteem measures (without being led to believe their repre-
sentation had been destroyed). There were 30 subjects in the study, 15 in each of the
two conditions.

The results demonstrated no difference between the two conditions. In other
words, subjects were not upset by the loss of their virtual self. First, there was no




difference between attitude ratings concerning virtual people or virtual environments.
Second there was no change on self-esteem scal es between the two conditions. Third,
anecdotally, subjects in the virtual mortality condition did not display any strong
reactions or regret to the loss of their virtual representation.

Certainly there are limitations to this study. One problem is that our subjects only
became acquainted with their virtual selves for about an hour before the virtual mor-
tality occurred. In order to understand the relationship between a person and her
virtual self, a study needs to allow subjects to become more attached to their three-
dimensional representations. Future studies should examine users' interaction with
their virtual selves in more detail. Nonetheless, the current study provides a worthy
starting point for examining the nature of one's regard for her personal self. The cur-
rent data suggest that the loss of such arepresentation is not a particularly devastat-
ing event.

4. Conclusons

In the current set of studies, we begin to examine the nature of human behaviorsin
the presence of agents, specifically ones embodied with the head and face of the us-
ers. Study 1 shows that people do exhibit a unique relationship with agents embodied
with their virtual selves. First, we demonstrated nonverbal behavioral evidence: users
were willing to violate those agents' personal space (but not other agents' personal
space). Second, we demonstrated evidence from questionnaires. on ratings scales,
usersindicated that they would be more willing to commit embarrassing actsin front of
an agent that resembl es themselves than in front of an unfamiliar agent. In Study 2 we
qualified this effect, saying the ties that users created between themselves and their
virtual selveswere not so strong to suggest that the loss of the virtual self wasin any
way traumatic.

These studies are only aninitial foray towards understanding the virtual self. Inthe
future, we would like to model the virtual self behaviorally, as opposed to photo-
graphically. Thereis a growing body of work that describes techniques to tailor the
behaviors and gestures of agents [2,5]. Future endeavors along the lines of the cur-
rent studies should examine embodied agents whose gesture sets and behavioral
personalities are tailored towards specific users.

The personal space findings from the current study replicate a number of previous
studies described in the Introduction. In previous studies, we featured a number of
different experimental tasks in attempt to induce our subjects to violate the personal
space of an agent. For example, we tried putting small labels on the agents' shirts that
the subjects had to memorize. However, subjects consistently left a bubble of about
half a meter around the agent, despite the realization that they may perform poorly on
the task. But in the current study, subjects had absolutely no problem violating the
personal space of agents when those agents looked like themselves. We hypothesize
that the reason subjects were willing to come so close to their virtual self stemmed



from somekind of implicit familiarity or intimacy. In the same way one does not neces-
sarily feel the need to respect the personal space of his significant other, he doesn't
feel the need to respect the space of hisvirtual self.

These findings certainly have implications towards both educational and commer-
cial systems employing embodied intelligent agents. Agents who are trying to forge
some kind of a relationship with the user may be more successful if they look like the
user. Along the same lines, users should be wary of agents who wear their face, as
these agents may unwittingly elicit preferential treatment from auser.
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Appendix

Strongly Diszaree Somewha Mether Somewrhat Lpree Strongly
Drisagres Crisagrern Lgree nor Agree Apree
Dizagtes
O0—O0—0— OO [ 1
-5 -2 -1 ] 1 s 3

How much do you agree with each of these statements?

10.

11.

12.

| perceive that | am in the presence of another person in the virtual room with
me.

| feel that the person in the virtual room is watching me and is aware of my
presence.

The thought that he (or she) is not areal person crosses my mind often.

The person appears to be sentient (conscious and alive) to me.

| perceive the person as being only a computerized image, not asareal person.
| feel that the person in the virtual room would be able to experience pain.

| like the virtual person.

| think the virtual person is attractive.

If nobody else wasin the physical room, | would be willing to sing the national
anthem in front of this virtual person.

If nobody else was in the physical room, | would be willing to change clothes
in front of this virtual person.

If nobody else was in the physica room, | would have no problem telling
personal secrets to the virtual person.

If nobody else was in the physical room, | would be upset if the virtual person
noticed something stuck in my teeth.



