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a b s t r a c t 

Both robotic and virtual agents could one day be equipped with social abilities necessary for effective and natural 

interaction with human beings. Although virtual agents are relatively inexpensive and flexible, they lack the 

physical embodiment present in robotic agents. Surprisingly, the role of embodiment and physical presence for 

enriching human-robot-interaction is still unclear. This paper explores how these unique features of robotic agents 

influence three major elements of human-robot face-to-face communication, namely the perception of visual 

speech, facial expression, and eye-gaze. We used a quantitative approach to disentangle the role of embodiment 

from the physical presence of a social robot, called Ryan, with three different agents (robot, telepresent robot, and 

virtual agent), as well as with an actual human. We used a robot with a retro-projected face for this study, since 

the same animation from a virtual agent could be projected to this robotic face, thus allowing comparison of the 

virtual agent’s animation behaviors with both telepresent and the physically present robotic agents. The results 

of our studies indicate that the eye gaze and certain facial expressions are perceived more accurately when the 

embodied agent is physically present than when it is displayed on a 2D screen either as a telepresent or a virtual 

agent. Conversely, we find no evidence that either the embodiment or the presence of the robot improves the 

perception of visual speech, regardless of syntactic or semantic cues. Comparison of our findings with previous 

studies also indicates that the role of embodiment and presence should not be generalized without considering 

the limitations of the embodied agents. 
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. Introduction 

Social robotics is a rapidly emerging field, which aims to develop

obots capable of communicating and interacting with human users in a

ocio-emotional way ( Breazeal, 2005; Dautenhahn, 2007 ). This is owing

o advancements in computer technology, artificial intelligence, and

ecent innovations in virtual reality and computer graphics. The popu-

ation of robotic agents including social and humanoid robots made in

008 was about 8.6 million units ( Guizzo, 2010 ) with a projected annual

rowth rate of 17% ( IDC, 2016 ). Virtual agents, on the other hand, have

eceived considerable attention in recent years as social agents (e.g.

or museum guidance Kopp et al., 2005 , education Vala et al., 2007 ,

ntertainment Hartholt et al., 2009 , and training for job interviews

oque et al., 2013 ) due to the flexibility of computer rendered faces and

he ubiquity of computer screens on mobile devices. Virtual agents are

ften used when a physical task or interaction such as moving objects
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s unnecessary. As robotic technologies are focusing more on improving

ocial interaction with users, determining which kinds of robots or

irtual agents are best suited for social interaction becomes increas-

ngly important. One fundamental research question is what would be

he difference between virtual agents and robots in terms of human

nteraction, particularly in perceiving major elements of face-to-face

ommunication (both verbal and non-verbal facial cues and skills). 

The most salient difference between a robot and a virtual agent

n a computer screen is physical embodiment. Several investigations

ave compared various elements of social interaction among robots

nd virtual agents ( Al Moubayed et al., 2013; Delaunay et al., 2010;

ujimura et al., 2010; Ju and Sirkin, 2010; Kidd and Breazeal, 2004;

ollahosseini et al., 2014 ), and the majority of these investigations

uggested that the physicality of the robot benefits user interaction.

owever, in the majority of these experiments, a robot with physical

mbodiment was physically present in front of the subjects. This is po-
a@du.edu (H. Abdollahi), Timothy.Sweeny@du.edu (T.D. Sweeny), 
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Fig. 1. Comparison of presence and embodiment dimensions across three categories of experimental stimuli in the literature (inspired from Li, 2015 ). The majority 

of studies do not distinguish the telepresence of a robot (physical embodiment) from the copresence of a robot (physical presence). 
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(  
entially problematic since the subject’s percepts and evaluations may

e affected not only by the robot’s embodiment but also by its presence.

Some researchers evaluated the role of presence by comparing a

obotic agent with its telepresence or an animated/computer-rendered

ersion of the robot ( Bainbridge et al., 2011; Kidd and Breazeal, 2004;

ose-Bagci et al., 2009; Lee et al., 2006 ). The majority of these investiga-

ions suggested that the presence of the robot improves user interaction

nd social aspects of the robot. However, as shown in Fig. 1 , few

ave compared all three conditions in the same experiment/platform.

lso, the majority of these studies compared the influence of these

gents on social elements such as likability ( Kiesler et al., 2008 ),

njoyment ( Wainer et al., 2007 ), etc. by requiring subjects to complete

 questionnaire after interaction in the lab. Although the reliability of

uestionnaires can be validated by measurements such as Cronbach’s

lpha ( Cronbach, 1951 ), self-report may be an inaccurate quantitative

easure, especially with small sample sizes. Hence, better quantitative

easures are necessary to determine whether a physically present

obotic agent can produce different, and perhaps superior experiences

ompared to a screen-based version of the same robot. 

Recently, retro-projected robotic heads have received much

ttention ( Al Moubayed et al., 2013; Mollahosseini et al., 2014 ). Retro-

rojected robotic heads harness character-animation technologies to

reate an animated human face (aka avatar) and then project this

vatar onto a face-shaped translucent mask. The mask and the projector

an then be rigged onto a neck mechanism that can move like a human

ead. By virtue of the computer graphics used to generate the avatar,

ighly realistic, accurate, and dynamic animations can be generated.

hese avatars can range from cartoon-like to photo-realistic faces and

re usually able to show natural visual speech and facial expressions. 

This paper studies the role of embodiment and presence in hu-

an perception of a retro-projected robot’s facial cues. We used a

etro-projected robotic head for this study, since the same animation

rom a virtual agent could be projected to this robotic face, thus

llowing comparison of the virtual agent’s animation behaviors with

oth telepresent and physically present robotic agents. Because face-

o-face communication is an important method of social interaction

hich plays a major role in individuals’ socialization and experience

 Kendon et al., 1975 ), we focus on three major elements of face-to-face
i  

26 
ommunication —visual speech, facial expression, and eye-gaze. We

everage three different agency conditions (copresent robot, telepresent

obot, and virtual agent) to evaluate whether the embodiment and

resence of a social robot provides any extra value for discriminating

hese social cues compared with an on-screen animation. Similar to

ther robotic platforms, retro-projected robots have some limitations

e.g., the mask is static and the jaw and lip movements are only optical).

e consider these limitations in this study. 

The remainder of this paper is organized as follows. Section 2 re-

iews the definition of physical embodiment and presence and then

efines research questions of this study. Section 3 introduces the robotic

latform used in this study. Sections 4 –6 study the role of embodiment

nd presence in perception of a robot’s visual speech, facial expression,

nd eye gaze, respectively. In each of these sections, a brief review

f prior work, the algorithm used to generate the facial cues, the

xperiments and settings, and the results, as well as a discussion of the

esults and comparison with previous studies are presented. Finally,

ection 7 concludes the paper. 

. Embodiment and presence 

Socially Intelligent Agents (SIAs) are systems that are able to connect

nd interface to humans via the ability to show aspects of human-style

ocial intelligence ( Dautenhahn, 1998 ). These agents can have a wide

ange of forms, some of which have physical bodies (e.g. a robot) or

irtual observable bodies/faces (e.g. an intelligent avatar), and some of

hich interact with others using only voice or text without having any

ppearance (e.g. Siri). Since body gesture and expressions play a crucial

ole in social interactions and communication (e.g., body language,

ead gesture, facial expressions, speech, etc.), researchers try to build

IAs that closely mimic the appearance, behavior, and social skills of hu-

an beings ( Dautenhahn, 2001 ). The field of “embodied conversational

gents ” is an excellent example of this approach ( Cassell, 2000 ). 

Mimicking the appearance of humans in SIAs or “tighter coupling of

he [human] body to the interface ” ( Biocca, 1997 ) is viewed as central

or providing the embodiment to the agents. This embodiment can be

oth virtual (e.g., embodied conversational virtual agents) and physical

e.g., robot). Pfeifer and Scheier (1999) defined the physical embodiment

n intelligent robots as “a term used to refer to the fact that intelligence
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annot merely exist in the form of an abstract algorithm but requires a

hysical instantiation, a body. ”

In-line with this definition, much work has examined the role of

mbodiment with regard to a variety of social interaction elements such

s persuasion ( Ju and Sirkin, 2010 ), likeability ( Kidd and Breazeal,

004; Kiesler et al., 2008 ), enjoyment ( Wainer et al., 2007 ), trustwor-

hiness ( Kidd and Breazeal, 2004 ), helpfulness ( Wainer et al., 2007 ),

irect gaze recognition ( Ju and Sirkin, 2010 ), and ease of interaction

 Fujimura et al., 2010 ). The majority of these reports claimed that the

hysicality of the robot benefited user interaction. However, many

f these studies did not distinguish physical embodiment from the

opresence of the robot. 

Copresence is a sociological concept describing the condition in

hich human individuals interact with each other ( Goffman, 1963;

hao, 2003 ). In our case, copresence refers to how the agent is presented

o the user. Zhao (2003) defined copresence in two dimensions: 1) The

ode of being with others (i.e., physical conditions that structure hu-

an interaction), and 2) the sense of being with others (i.e., subjective

xperience of being with others). The mode of copresence is related to

he concept of “distance ” in the taxonomy of copresence, which can

e physical proximity (within range of the naked senses) or electronic

roximity (outside the range of the naked senses but within the range

f senses extended through electronic media) ( Li, 2015 ). In real-world

nvironments, physical and digital presence correspond to “copresence ”

nd “telepresence, ” respectively ( Zhao, 2003 ). The mode of copresence

s also similar to the concept of “directness ” in the literature ( Li, 2015;

ilgram et al., 1995 ). Physical and digital presence can be simply

efined as a situation in which the embodied agent can be touched (or

an touch the person). In other words, as Milgram et al. (1995) stated:

[Physical or digital presence:] [the condition] whether primary world ob-

ects are viewed directly or by means of some electronic synthesis process. ”

The mode of copresence (e.g., physical or digital) can affect a

erson’s sense of copresence or “social presence ” ( Zhao, 2003 ). Some

esearchers evaluated the role of presence by comparing a robotic agent

ith its telepresence or a video of the robot ( Bainbridge et al., 2011;

idd and Breazeal, 2004; Kose-Bagci et al., 2009; Lee et al., 2006 ). For

xample, Bainbridge et al. (2011) studied the role of physical presence

n a simple collaborative task with a humanoid robot that was either

hysically present or displayed via a live video or an augmented video

eed. Multiple social interaction aspects such as greetings, cooperation,

rust, and personal space were examined in different parts of the task.

articipants in the experiment filled out a questionnaire aimed to

valuate different interactive experiences such as general impressions,

haracteristics of the interactions, etc. The questionnaire data sug-

ested that overall, participants had a more positive interaction with

he physically present robot. 

In a recent survey ( Li, 2015 ), the effects of physical embodiment and

hysical presence were explored through a study of 33 experimental

orks to compare how people interact with 1) physically present

obots, 2) telepresent robots, and 3) virtual agents. The study showed

hat physical presence plays a greater role in determining a person’s

esponse to an agent than physical embodiment. The methods used

n these studies include post-treatment questionnaires or measuring

ubjects’ behaviors during laboratory experiments. Among these 33

tudies, however, few compared all three conditions in the same

xperiment/platform (See Fig. 1 ). 

.1. Research questions 

Based on the above and since face-to-face interaction is one of the

ssential elements of a social system, we have designed three research

uestions to be addressed in this paper: 

• Q1: What is the effect of physical embodiment on perception of

agents’ facial cues (telepresent robot vs. virtual agent)? 
27 
• Q2: What is the effect of physical presence on perception of agents’

facial cues (copresent robot vs. telepresent robot)? 
• Q3: What is the joint effect of physical embodiment and presence on

perception of agents’ facial cues (copresent robot vs. virtual agent)?

In order to answer these research questions, we studied three major

acial cues (i.e., visual speech, facial expressions and eye gaze) in this

nvestigation. Each experiment included four conditions: 

1. Virtual agent (VA): An animated face was presented on a 2D screen.

2. Copresent robot (CR): The robot was physically present in front of

each subject. 

3. Telepresent robot (TR): A video or still image of the robotic head

was presented to each subject. The videos/images were captured in

a frontal angle of the physical agent, and the face in the video was

scaled to match the size of the copresent robot. 

4. Human ground-truth (GT): A human performed the task instead of

the agent in front of each subject, or the subject was presented with

a video recording of the human. If a video was presented, the size

of the face in the video was scaled to match the size of the virtual

agent’s face. The purpose of performing the experiments with GT

(human) is to evaluate what we expected to be optimal perception

of social cues in our research setting. 

In all four conditions, subjects were seated in front of the agent,

ith the same viewing angle and distance between the subjects and

he agent. We used a retro-projected robotic head for this study since

omputer graphic generated avatars can show natural visual speech and

acial expressions, and the same virtual agent animation behaviors can

e compared with telepresent and physically present robotic agents.

imilar to other robotic platforms, retro-projected robots have some

imitations. For instance, Android robotic heads are limited by the

umber of actuators used in their face, or non-humanoid robots may

ot be able to show facial expressions. Similarly, since the mask is static

n retro-project robotic heads, the jaw and lip movements are only

ptical and some facial movements (such as nose wrinkling during the

xpression of disgust) cannot be shown. Therefore, the findings of this

nvestigation cannot be generalized to all other embodiments without

onsidering the relevant differences between the embodied agents. 

. Robotic platform 

Major obstacles for developing realistic robotic faces lie in limita-

ions of the actuators and the skin. The Facial Action Coding System

FACS) ( Ekman and Friesen, 1978 ) codes for approximately 40 primary

acial muscles movements (AUs) that are involved in producing facial

xpressions and mouth movements during speech. Because these

ctions can be very subtle and quick, mechanical actuators often fail to

imic them. Also, due to cost and space constraints, Android robotic

eads have few actuators, and their faces are relatively larger than

n average head. For example, the Geminoid H1 robot ( Nishio et al.,

007 ) is approximately five percent larger than its human counterpart

 Bartneck and Lyons, 2007 ). Additionally, the skin of Android robots,

hich is often made of latex, can produce unnatural wrinkles and folds

n the robot’s face. For these reasons, and because we aimed to study

he effect of embodiment and presence of a robot compared with a

irtual agent, we chose a retro-projected robotic platform that can

ortray natural and realistic facial animation. 

In this study, we used Ryan ( DreamFace-Tech., 2015 ), a social

obot with the capability of showing facial expressions, eye gaze, visual

peech, facial emotion recognition, and subject movement tracking.

yan uses state-of-the-art character animation technology that is able

o show natural visual speech and facial expressions. This platform is

esigned for face-to-face communication with individuals in different

ocial, learning, and therapeutic contexts. 

Ryan (shown in Fig. 2 ) has a torso equipped with a 10 ” LCD touch

creen which can be used to gather sensory input, display videos, and
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Fig. 2. Ryan, the social robot. 
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b  
lay games with users. Ryan is equipped with a Microsoft Kinect to

rack users’ movements and two stationary arms for an increased sense

f realism. The neck has two degrees of freedom (DoF) providing a

otal of 180° of yaw, and 45° of pitch. The neck system controls the

rojector and mask position allowing it to be rotated by the robot

pplication to track faces and head gestures. We developed a face

nimation system in C# .Net using Microsoft XNA game engine. A

raphic artist designed 3D models of different facial expressions and

ip movements. The animation software blended the face models to

roduce accurate natural visual speech and facial expressions based on

 multi-target morphing method described in Ma and Cole (2004) and

ollahosseini et al. (2014) . The animation system was used for the vir-

ual agent condition in the rest of the experiments. The same animation

as calibrated using the algorithm presented in ( Mollahosseini et al.,

014 ) and then was projected on Ryan’s mask. 

. Visual speech 

Visual speech includes the visible oral cues (e.g., movement of the

ips, tongue, and jaw) during speech production. These visual cues are

ot simply a by-product of speech production; they influence auditory

erception of speech and vice versa. For example, McGurk and Mac-

onald (1976) showed that perception of mouth movements can affect

he auditory perception of speech and Sweeny et al. (2012a) showed

hat hearing speech sounds influences the perception of simple visual

hapes. 

Considering the importance of speech and dialogue in social inter-

ction, it is not surprising that many social robotic platforms have the

apability of showing lip synchronization with auditory speech. Me-

hanical and Android robotic platforms such as Kismet ( Breazeal, 2000 ),

RP-4C ( Kajita et al., 2011 ), FR-i ( Oh et al., 2010 ), Luo Head ( Luo et al.,

011 ) and Alex ( Lin et al., 2013 ) have relatively basic visual speech

ue to limited actuators and mechanical components that are necessary

o control the jaw movements. Virtual agents, on the other hand, have

 greater capability for depicting natural visual speech, since advanced

omputer graphics can be used to generate highly realistic, accurate,

nd dynamic animations. Nevertheless, lack of physical embodiment

nd physical presence may constrain the perception of speech in virtual

gents. Rear-projected robotic platforms also use computer animation

nd can thus have faster and smoother lip movement compared with

echanical and Android robots as actuators are not used to control

he visual speech. However, since the mask is static (and therefore

he jaw and lips), they might introduce inconsistency between the

nimation and the final projected face, and possibly even hinder the

erception of visual speech. Therefore, it is necessary to study the
28 
ole of embodiment and presence, especially in this type of robotic

eads. 

.1. Related work 

Studies show that virtual embodied talking agents enhance the level

f engagement, increase speech comprehension in noisy environments,

ake agents appear more realistic, and users tend to spend more time

ith these systems compared to the agents equipped with only voice

 Lester et al., 1999; Walker et al., 1994 ). Siciliano et al. (2003) compared

ynFace Virtual Agent (VA) with audio (without visual speech) and

ideo of a human, and concluded that visual-based speech perceptibility

f this virtual agent is better than audio only, whereas it is signifi-

antly lower than audio-visual perceptibility of human visual speech.

uni et al. (2003) performed a similar experiment on Baldi virtual

gent. They eliminated syntactic and semantic cues by evaluating the

erception of visual speech on a non-meaningful series of three Arabic

ords, and they concluded that speech is better perceived on VA with

isual speech than with auditory information only, but still nevertheless

ignificantly lower than audio-visual perceptibility of human visual

peech. 

Only a few studies have compared the role of embodiment

nd presence of robotic agents in audio-visual speech perception.

l Moubayed et al. (2013) investigated the role of embodiment of a

opresent robotic agent for improving the perception of visual speech.

 facial animation on a 2D screen was compared with a retro-projection

f the same animation using Furhat ( Al Moubayed et al., 2012 ) and a

ideo of humans from different viewing angles. A collection of short and

veryday Swedish sentences with a length of three to six words in each

entence was created. The audio signal quality was reduced using band-

ass filtering in specified frequencies and replaced with white noise. Six

onditions were studied: audio only, virtual agent viewed at frontal and

5° angle, copresence of a robot viewed at frontal and 45° angle, and the

riginal video recordings of the sentences viewed at the frontal angle.

ifteen sentences were examined in each condition. Auditory-visual per-

eptual sensitivity was measured as the number of correctly recognized

ords divided by the number of words in each sentence. This study,

onducted on ten subjects with normal hearing, showed that audio-

isual speech perceptibility was better perceived with the copresent

obot (even though the jaw did not move in the mask), compared with

he virtual agent on a flat screen. However, there was no significant dif-

erence in the audio-visual perceptibility of the face when it was looked

t either from a front-view or a 45° angle on both the virtual agent and

obot. 

Mollahosseini et al. (2014) studied individuals’ experiences and

mpressions of a proposed visual speech algorithm. In particular, they

ompared judgments of speech production quality of a virtual agent

ith retro-projection of the same animation using ExpressionBot.

wo short segments of speech were presented with two different lip

ynchronization approaches (i.e., a proposed approach with kernel

moothing and lip closure in labial phonemes and a basic approach

ithout any further smoothing and processing). The participants (23

ypical adults) rated how realistic the visual speech looked on a scale

rom 0 to 5. Results showed a significant preference for the proposed

ip synchronization approach over the basic approach. However, there

as no difference in preference for visual speech from the virtual agent

ompared with the copresent robot. 

Table 1 summarizes the results of studies on audio-visual speech

erceptibility. As shown, none of these studies compared all three con-

itions of CR, TR, and VA to distinguish the role of embodiment from

he presence of an intelligent agent in perception of visual speech. In

his paper, we studied the perception of visual speech from three differ-

nt types of emotional agents (i.e. VA, TR, CR) as well as from a human

as the optimal case) and based on auditory information alone (as the

aseline) using the same experimental setup. Since the methodology
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Table 1 

Summary and overview of literature comparing audio-visual speech in different conditions. 

Work Agent Condition a Description Results b 

CR TR VA GT 

Siciliano et al. (2003) SynFace ✓ ✓ • 12 normal hearing (NH) and 13 

hearing-impaired (HI) listeners 
• Audio signal was degraded for 

NH group 
• Video of the original talker was 

used for GT 

• Average perceptibility of VA 

increased by 22% compared to 

audio only 
• Perceptibility of VA was 

significantly lower than GT 

Ouni et al. (2003) Baldi ✓ ✓ • Non-meaningful series of three 

Arabic words presented to 19 

participants 
• Total of 300 words and 100 

trials 
• Audio signal was degraded 

• Average perceptibility of VA 

increased by 24% compared to 

audio only 
• Perceptibility of VA was 15% 

lower than GT 

Al Moubayed et al. (2013) Furhat ✓ ✓ ✓ • Audio-visual perception viewed 

at frontal and 45° angle. 
• A collection of short Swedish 

sentences 
• Reduced audio signal quality 

• Audio-visual speech was better 

perceived on CR compared 

with VA. 
• No significant difference 

between frontal and 45° view 

angle 

Mollahosseini et al. (2014) Expressionbot ✓ ✓ • Two short segments of speech 
• Examined two different lip 

synchronization approaches. 
• Participant rated how realistic 

the visual speech looked on a 

scale from 0 to 5 

• Significant preference for the 

proposed visual speech 

approach over basic method 
• No significant preferences 

between CR and VA 

This Work Ryan ✓ ✓ ✓ ✓ • Section 4.2 • Section 4.4 

a CR, TR, VA, and GT stand for Copresent Robot, Telepresent Robot, Virtual Agent, and Ground Truth (human) respectively. 
b Only the relevant finding from the original papers are reported in this summary. 
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1 A copy of AV-SPIN is available in: http://www.mohammadmahoor.com/ 

databases-codes/ . 
nd evaluation metrics of evaluating visual speech perception are not

tandard across the literature, we introduced a new test of visual speech

erception along with standard criteria to evaluate the visual speech

erception. 

.2. Methodology 

We used the same visual speech algorithm presented in

ollahosseini et al. (2014) , which is based on a multi-target morphing

ethod ( Ma and Cole, 2004 ). In particular, the recorded utterances

re processed by the Bavieca speech recognizer ( Bolanos, 2012 ), which

eceives the sequence of words and the speech waveform as input and

rovides a time-aligned phonetic transcription of the spoken utterance.

he aligned phonemes are represented using the International Phonetic

lphabet (IPA), a standard that is used to provide a unique symbolic

otational for the realization of phonemes in all of the world’s lan-

uages ( IPA-Handbook, 1999 ). Having IPA in our system will allow us

o add other languages easily as long as the speech recognizer is trained

or that language. 

For a given language, visually similar phonemes are grouped

nto units called visemes. For example, the consonants /b/, /p/ and

m/ in the words “buy, ” “pie, ” and “my ” form a single viseme class.

nglish phonemes are categorized into 20 viseme classes. These classes

epresent the articulation targets that the lips and tongue move toward

uring speech production. A graphic artist designed 3D models of these

iseme classes in Maya. Finally, natural visual speech was obtained by

lending the proper models corresponding to each part of speech with

ifferent weights. 

The avatar system converts phonetic symbols into the corresponding

isemes, and synchronizes them with the audio signal. To achieve a

mooth and realistic appearance, the algorithm models coarticulation

y smoothing across adjacent visemes using a kernel technique, while

nsuring lip closure for labial phonemes (e.g., /b/, /m/, /p/). 
29 
.3. Visual speech experiment 

Seventeen native English speakers, eight female and nine males,

ith age range of 19–39 years (Mean = 27.7, SD = 6.8) and normal

earing evaluated the audio-visual speech in five conditions (VA, CR,

R, GT, and audio only). Unlike the auditory speech (e.g., an evaluation

f hearing ability), there is not a standard methodology to evaluate the

erception of visual speech. Several researchers have thus developed

heir own approaches and evaluation criteria. The sets of sentences in

he majority of these studies (See Table 1 ) are not comprehensive and do

ot consider syntactic and semantic cues. Measures of performance such

s the number of correctly recognized words divided by the number of

ords in each sentence ( Al Moubayed et al., 2013 ), or subjective eval-

ation of how realistic the visual speech appeared ( Mollahosseini et al.,

014 ) are not standard, either. To address this issue, we developed an

udio-Visual Speech Perception In Noise (AV-SPIN) test to evaluate

he perception of visual speech using a systematic and standardized

pproach. The AV-SPIN material, including videos, sentences, and IPA

ligned auditory information, will be publicly available to the research

ommunity. 1 

The Speech Perception In Noise (SPIN) test was developed to

ddress sensory and linguistic cognitive processes of everyday speech

 Elliott, 1995; Kalikow et al., 1977 ). SPIN consists of 250 meaningful

entences categorized as High-Predictability (HP) sentences and 250

on-meaningful sentences categorized as Low-Predictability (LP) sen-

ences. The listener’s task is to recognize the last word in each sentence

referred to as the keyword). HP sentences contain syntactic and

emantic cues helpful for predicting the keyword (e.g., The sleepy child

ook a nap ), while LP sentences do not provide any cues predictive of

he keyword (e.g., Betty knew about the nap ). The sentences were divided

nto ten sets each containing 50 sentences (25 HP and 25 LP sentences),

http://mohammadmahoor.com/databases-codes/
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Fig. 3. The average accuracy of audio-visual speech perception in different con- 

ditions. 

Table 2 

Post-hoc LSD statistical significance of the different conditions in audio-visual 

speech perception. 

Condition1 Condition2 p -value 

Audio Other conditions < 0.0001 

Virtual agent Tele-present robot 0.949 

Co-present robot Virtual agent 0.606 

Co-present robot Tele-present robot 0.652 

Ground-truth Other conditions < 0 .0001 
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here odd-numbered sets were complementary of even-numbered sets

i.e., same keywords were in the opposite type of sentence). 

Bilger et al. (1984) studied the SPIN test on 128 listeners (aged 19

o 69) with sensorineural hearing loss and proposed a revision (R-SPIN)

uch that different sets produce equivalent results. Particularly, 31 sen-

ences and their complements were eliminated, 19 sentence pairs were

rbitrarily removed, and the remaining sentences were redistributed to

reate 200 HP sentences and their complementary 200 LP sentences.

hese 400 sentences were divided into eight sets each containing 50

entences (25 HP and 25 LP sentences), where odd-numbered sets were

omplementary of even-numbered sets. Traditionally the R-SPIN is

resented with ambient noise at a Signal-to-Noise Ratio (SNR) of 8 dB. 

Since R-SPIN is strictly auditory, audio-visual perceptibility cannot

e examined with the original R-SPIN materials. Therefore, we created

n AV-SPIN corpus by capturing a native English speaker’s face as she

roduced R-SPIN sentences. Similar to the R-SPIN test, the quality of

he audio signal was degraded by babble noise. Since the subjects were

ot hearing-impaired, the audio signal was presented at a high signal-

o-noise ratio of -9 dB (i.e., the power of the noise was significantly

igher than the auditory speech signal). 

In all conditions (VA, CR, TR, GT, and audio only), subjects were

eated in front of the agent at a distance of 60 cm. To maintain voice

onsistency between the conditions, the audio signals were extracted

rom the videos and force-aligned using Bavieca speech recognizer

 Bolanos, 2012 ). Twenty sentences (10 HP and 10 LP sentences) were

andomly assigned to each condition for each subject. A different set

f sentences was used to train the subjects at the beginning of the

xperiment. 

Each subject participated in all five conditions (audio-only, VA,

R, TR, and GT) in a random order. The LP and HP sentences in each

ondition were shuffled and were selected such that each condition

id not share any sentences. The sentences were played only once,

nd at the end of each sentence, the subject had 30 s to write down

he keyword (last word in each sentence). The subjects could adjust

he sound volume at their convenience during the training period, but

he same audio volume was used in all conditions of the remaining

xperiments. A set of headphones with the same audio volume was used

n all the conditions. Since headphones were used, the direction of the

oice did not play a role in the perception of speech. In addition, this

llowed us to eliminate other roles, and only study the psychological

ffect of presence/embodiment of the robot. Each subject performed

he experiment only once, since hearing a keyword in HP could have

elped the subject to identify it in an LP sentence. 

.4. Visual speech results 

We performed a 2 (Predictability; HP, LP) × 5 (Condition; VA, CR,

R, GT, and Audio-Only conditions) ANOVA with both predictability

nd agent as the within-subject factors. The test showed a significant

ain effect of agent [ F (4, 64) = 30.48, 𝑝 < 0 .0001] and a significant

ain effect of predictability [ F (1, 16) = 134.55, 𝑝 < 0 .0001]. The inter-

ction between agent condition and sentence predictability, however,

as not significant [ F (4, 64) = 1.44, n.s. ]. 

Fig. 3 shows the mean accuracy for each condition. To measure

hether the differences between different agent conditions was sig-

ificant, we performed a post-hoc Least Significant Difference (LSD)

nalysis. Table 2 shows the significance of different comparisons using

 post-hoc LSD analysis. All other combinations not included in the

able were significantly different from each other.As Table 2 shows,

A (and all other conditions) produced significantly better audio-visual

erceptibility than the audio-only condition ( 𝑝 < 0 . 001 ). This confirms

hat visual information can affect speech perception, and shows the

fficacy of the visual speech algorithm. The ground-truth (video of the

uman) had significantly higher audio-visual perceptibility than the
30 
ther conditions ( 𝑝 < 0 . 001 ), which indicates that the proposed visual

peech algorithm has room for improvement. 

In order to measure the effect of predictability of the sentence in only

A, TR and CR conditions, we performed a separate 2 (Predictability;

P, LP) × 3 (Condition; VA, CR, TR) ANOVA with both predictability

nd agent condition as the within-subject factors. The analysis showed

hat the main effect of predictability was still significant [ F (1, 16) =
2.03, 𝑝 < 0 .0001], however the main effect of agent was not significant

 F (2, 32) = 0.381, n.s. ] nor was the interaction between agent condition

nd predictability [ F (2, 32) = 1.44, n.s. ]. In other words, embodiment

nd presence did not improve the perception of visual speech regardless

f syntactic and semantic cues in the sentences. 

Our results indicated that physical embodiment (Research Question

), physical presence (Research Question 2), and the joint effect of

hysical embodiment and presence (Research Question 3) did not differ

n the extent to which they improved the perception of visual speech

egardless of syntactic or semantic cues in the sentences. This could be

ecause the mask was static and the jaw and lip movement were only op-

ical in the retro-projected robotic platform. Other types of embodiment,

uch as Android robots, may express different behaviors. However,

ince controlling natural lip movement on Android robots necessitates

everal actuators and a very elastic skin, existing Android robotic faces

ay even perform worse than computer graphics animations. 

This finding is consistent with our earlier study ( Mollahosseini et al.,

014 ), but inconsistent with the study by Al Moubayed et al. (2013) ,

hough similar retro-projection technology with a static mask was

sed in both studies. It is unlikely that the results were influenced

y different visual speech algorithms. It is more likely that the dif-

erence between Al Moubayed et al. (2013) and our finding is due

o different audio-visual corpus and the perception criteria. The

udio-visual corpus used in the present study was a standard set

onsidering the syntactic and semantic cues in the sentences, while

l Moubayed et al. (2013) used a collection of short, everyday sen-

ences with the number of correctly recognized words divided by

he number of words in each sentence as the criterion of perception.

dditionally, the sample size may also have affected the results, as the

tudy performed by Al Moubayed et al. (2013) was evaluated with ten

ubjects, compared to this study that 17 subjects participated in. 
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Fig. 4. Six basic facial expressions at their maximum intensity: a) Anger, b) 

Disgust, c) Fear, d) Happiness, e) Sadness, and f) Surprise. 
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. Facial expressions 

Facial expression is one of the most critical nonverbal channels

sed by human beings to convey emotion. Emotion is not only critical

n creating more sensitive and effective intelligent agents but also

mpacts how people respond to the agent ( Beer et al., 2011 ). Hence,

acial expression is a vital component in natural social interaction and

uman-Robot Interaction (HRI) systems, and has been employed in

 variety of robots such as Kismet ( Breazeal, 2003 ), the Philips iCat

 Van-Breemen, 2004 ), Geminoid F ( Becker-Asano and Ishiguro, 2011 ),

nd on-screen agents ( Bruce et al., 2002; Cassell, 2000 ). 

Mechanical and Android robotic platforms control face movement

sing actuators in their faces. However, due to cost and space con-

traints, the number of actuators in robotic faces are often limited.

oreover, because facial actions involved in facial expression can

e very subtle and quick, mechanical actuators often fail to mimic

hem. Computer-graphic animations, on the other hand, have a greater

apability for controlling facial movement, but their lack of physical em-

odiment and physical presence may constrain the perception of facial

xpression in virtual agents. Retro-projected robotic heads add physical

mbodiment to computer animation agents, but since the mask is static,

ome of the facial movements such as nose wrinkling in the expression

f disgust cannot be portrayed on a robotic face. Therefore, it is im-

ortant to investigate the role of embodiment and presence to find out

hether physical embodiment and presence can improve the perception

f an agent’s facial expressions. A few studies have compared the role

f embodiment and presence in the perception of robotic agents’ facial

xpressions, and to the best of our knowledge perception of facial ex-

ression on retro-projected robotic heads has not yet been investigated.

.1. Related work 

A few studies have compared the role of embodiment and

resence in the perception of robotic agents’ facial expressions.

artneck et al. (2004) studied the role of presence in perception of

ntensity and recognition accuracy of facial expression using the robotic

haracter iCat ( Van-Breemen, 2004 ) and its telepresence condition

movie on a screen). Subjects were asked to categorize each emotion

nd rate its intensity. The study found a non-linear relationship be-

ween the geometrical intensity (robot’s expression intensity) and the

ntensity of emotions perceived by the user. The results also indicated

hat emotions depicted by the robot were judged as having greater

ntensity, but there was no significant difference in the perceived

ntensity and recognition accuracy between the presence of the robotic

haracter and its telepresence. 

Kätsyri and Sams (2008) investigated the effect of dynamics on

dentifying basic emotions between a virtual agent (Talking Head)

nd a video of a human. Dynamic and static depictions of six basic

motions from a human face and a virtual agent were shown to 54

ubjects. Subjects identified expressions on the human face much better

han on the virtual agent. There was no significant difference in the

dentification of static and dynamic expressions of the human face.

dentification of some expressions such as anger and disgust on the

irtual agent failed to exceed chance level in the static condition, while

ynamics improved it notably in lower intensities. 

Mollahosseini et al. (2014) studied the extent to which embodiment

nd physical presence improved the perception facial expression. The

tudy evaluated how accurately subjects were able to interpret the facial

xpressions of a virtual 2D agent and its projection on a retro-projected

obotic platform. Six basic emotions at their maximum intensity level

ere displayed in random order, and subjects were then asked to asso-

iate each with one of these six categories or to indicate that none were

ppropriate. They found similar recognition rates for happiness, sad-

ess, surprise, disgust and fear in both a virtual agent and a copresent

obot, and superior performance for anger when portrayed by the robot.
31 
Lazzeri et al. (2015) studied the role of embodiment in conjunction

ith presence on a humanoid Android robot (Robot FACE). Fifteen

ubjects identified six basic emotions displayed on the robot, in 2D

hotos of the robot, 3D virtual animation models, as well as a set of

D photos and 3D models of a human taken from Bosphorus Database

 Savran et al., 2008 ). Preliminary results showed that facial expressions

ere better identified on the robot than its virtual animation, and the

ecognition rates of facial expressions performed by the robot were

imilar to those achieved with human stimuli. 

Table 3 summarizes studies of facial expression perception with

obots and their relevant findings. As shown, none of these studies

ompared all three conditions of CR, TR, and VA to distinguish the

ole of the embodiment from the presence of the robot. In this paper,

e studied all three different conditions of emotional agents (i.e. VA,

R, CR) as well as human facial expressions (as the optimal case) in

he same experimental setup. We also investigated emotion perception

t different intensity levels to study the effect of intensity level on

erception of different agents’ facial expression. 

.2. Methodology 

In order to design realistic and standard facial expressions in our

nimation system, we used the Facial Action Coding System (FACS)

 Ekman and Friesen, 1978 ). The FACS model is a well-known approach

or quantifying affective facial behaviors, and describes all possible

acial actions in terms of Action Units (AUs). The FACS explains facial

ovements and does not describe affective state directly. Friesen and

kman (1983) proposed EMFACS to convert AUs to affect space. For

xample, EMFACS states that happiness involves raising of the cheek

AU 6) and pulling of the corner of the lip (AU 12), whereas sadness

nvolves raising of the inner brow (AU 1), lowering of the outer brow

AU 4) and depression of the corner of the lip (AU 15). For the current

xperiment, a graphic artist designed 3D models of six basic expressions

i.e., anger, disgust, fear, happiness, sadness and surprise) in Maya

ased on EMFACS. Fig. 4 , demonstrates six basic facial expressions at

heir maximum intensity used in our animation system. 

In order to show facial expressions at different intensities and blend

hem with visual speech, we used the same algorithm presented in

 Mollahosseini et al., 2014 ). In particular, our animation used the

ollowing formula to generate the morph target based on the current

iseme and emotion morph targets: 

 𝑗 = 𝐹 𝑐 + 𝜆𝑗 ( 𝐹 𝑚𝑎𝑥 𝑗 
− 𝐹 0 ) (1) 

here F c represents the current viseme, 𝐹 𝑚𝑎𝑥 
𝑗 

is the desired expres-

ion model at the maximum intensity, F 0 is the Neutral model. The

arameter 𝜆j ∈ [0, 1] is the intensity of the j th expression model F j . 
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Table 3 

Summary and overview of literature comparing perception of emotion in different conditions. 

Work Agent Condition a Emotion b Description Results c 

CR TR VA GT No. In 

Bartneck et al. (2004) iCat ✓ ✓ 5 ✓ • Ten geometrical intensities 

were displayed 
• Participants recognized the 

emotion and its intensity 

• The relationship between the 

geometrical and perceived intensity 

was not linear 
• No significant difference between 

CR and TR in the intensity and 

recognition accuracy 

Kätsyri and Sams (2008) Talking Head ✓ ✓ 6 • Dynamic and static facial 

expressions were studied 

• GT perceived better than VA 
• Dynamics did not improve GT 
• Dynamics improved recognition of 

subtle emotions, notably anger and 

disgust of VA. 

Mollahosseini et al. (2014) Expressionbot ✓ ✓ 6 • Participants selected six 

categories as well as “none ”

• Superior recognition performance 

for anger in CR 
• Similar recognition rates for other 

emotions in both CR and VA 

Lazzeri et al. (2015) The Robot FACE ✓ ✓ ✓ 6 • The robot, its 2D&3D models, 

and 2D&3D models of human 

were shown 
• Physiological signals of 

subjects were recorded 

• CR was better perceived than 2D 

photos or 3D models (VA and GT) 
• No significant differences in the 

subjects’ psychophysiological states 

This Work Ryan ✓ ✓ ✓ ✓ 6 ✓ • Section 5.2 • Section 5.4 

a CR, TR, VA, and GT stand for Copresent Robot, Telepresent Robot, Virtual Agent, and Ground Truth (human) respectively. 
b No. is the number of studied emotions and In stands for whether different Intensity levels are studied. 
c Only the relevant finding from the original papers are reported in this summary. 
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Fig. 5. Different intensity level of surprised emotion on the virtual agent. 
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.3. Facial expressions experiment 

We evaluated the perception of facial expressions of emotion per-

ormed by different agents with 48 subjects, 23 female and 25 males,

ith age range of 18–35 years (Mean = 24.6, SD = 5.2). Six basic facial

xpressions (anger, disgust, fear, happiness, sadness, surprise) were dis-

layed in four conditions corresponding to the types of agents (VA, CR,

R, and GT) at seven intensity levels (15%, 30%, 45%, 60%, 75%, 90%

nd 100%). Each emotion was displayed with an animation/movie start-

ng from neutral until the face’s expression reached one of seven intensi-

ies. The animations took one second from neutral to the desired inten-

ity and then remained static until the subject responded. Subjects were

sked to categorize the emotion of the face as belonging to one of the

ix basic emotional categories (listed above) or to report “none ” if they

ere unable to assign the facial expression to any of the six categories. 

To evaluate the GT condition, subjects were presented with the video

ecordings of an actress portraying the facial expressions randomly

elected from the extended CK+ dataset ( Lucey et al., 2010 ). In order

o pair the intensity of GT with the animation, two experts annotated

he intensity of emotions between 0 and 100%, frame by frame. The

ntensity of each frame was considered as the average intensity of

he two annotators. Each video in the GT condition took one second,

tarted with a neutral expression, and ended at the desired emotional

ntensity level. Since the animation uses a weighted blend shape

echnique defined in (1) , the intensity of emotion on the animation was

asily defined by changing the parameter 𝜆j from zero to the desired

ntensity level over one second. Fig. 5 shows different intensity levels of

 sample emotion (surprise) on the virtual agent. Clearly, more subtle

motion intensities are more difficult to discriminate and could easily

e confused with a different emotion. 

Subjects were seated in front of the agent at a distance of 60 cm.

ach combination of emotion and intensity was displayed twice in

ach block of trials, one with each intensity level, where the lowest

ntensity faces were shown first, then the second lowest, etc. In other

ords, subjects categorized 84 emotions (2 trials × 6 emotions × 7

ntensities) where the first 12 videos/animations portrayed six emo-

ions at intensity level 15% each played twice randomly, the second

2 videos/animations portrayed six emotions at intensity level 30%,

1  

32 
nd so on. The reason for sorting the trials by intensity level was

hat the subjects could have recognized the facial movement of an

motion at higher intensity levels and generalized the facial movements

or recognition at lower intensity levels. In addition, each subject

articipated in only one agent condition, since VA, TR, and CR share

he same animation and seeing an emotion at a higher intensity level

f one condition could have helped the subject to recognize that same

motion at a lower intensity in another condition, on a different agent. 

Each subject participated only in one agent condition (i.e., 12

ubjects rated the facial expressions displayed by one particular agent).

n each condition, subjects saw facial expressions on an agent, and

hey were asked to select one of the six basic facial expressions (Anger,

isgust, Fear, Happiness, Sad and Surprise) or None. 

.4. Facial expression results 

A mixed 6 (emotions) × 7 (intensities) × 4 (agent conditions: CR,

R, VA and GT) ANOVA with emotion and intensity as the within-

ubject factors and embodiment as the between-subjects factor was con-

ucted. The dependent variable was recognition accuracy. The recog-

ition accuracy differed significantly between emotions [ F (5, 220) =
0.86, 𝑝 < 0 .0001] and between intensity levels [ F (6, 264) = 129.27,
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Table 4 

Confusion matrix of the emotion recognition rates (in percentage) of CR, TR and VA with presented facial expression (columns) against subjects’ judgments (rows). 

Copresent robot (CR) Telepresent robot (TR) Virtual agent (VA) 

AN a DI FE HA SA SU AN DI FE HA SA SU AN DI FE HA SA SU 

Anger 95.2 2.4 0.6 0.0 0.6 0.0 91.1 5.4 0.0 0.0 1.8 0.0 81.5 4.8 0.0 0.0 0.6 0.6 

Disgust 0.0 87.5 1.2 1.2 0.0 0.6 3.0 77.4 1.2 0.0 0.0 0.0 3.0 90.5 3.0 0.6 0.6 0.0 

Fear 0.0 0.6 78.6 0.0 0.0 3.0 1.2 1.2 76.8 0.0 3.6 5.4 1.8 3.6 81.5 0.0 3.6 3.0 

Happiness 0.0 0.0 0.0 89.9 0.0 1.2 0.0 0.6 0.6 83.9 0.0 0.6 0.0 0.0 0.0 89.3 0.0 0.6 

Sadness 1.2 3.0 14.3 0.0 98.2 1.8 2.4 1.8 14.9 0.0 88.7 3.0 6.5 0.6 10.7 0.0 89.3 1.2 

Surprise 0.0 1.2 2.4 7.7 0.0 91.1 1.2 4.2 3.6 10.7 0.0 81.5 0.6 0.6 4.2 10.1 0.0 94.6 

None 3.6 5.4 3.0 1.2 1.2 2.4 1.2 9.5 3.0 5.4 6.0 9.5 6.5 0.0 0.6 0.0 6.0 0.0 

Total accuracy 90.08 83.23 87.80 

a AN, DI, FE, HA, SA, and SU stand for Anger, Disgust, Fear, Happiness, Sadness, and Surprise, respectively. 

Fig. 6. The average accuracy of emotion perception in different conditions. 
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Table 5 

Pairwise comparison (LSD p -value) and Cohen’s d effect size of users’ perception 

of facial expressions on different agent conditions. 

TR vs CR VA vs CR VA vs TR 

p d p d p d 

Anger 0.405 0.271 0.004 0.652 0.031 0.419 

Disgust 0.121 0.347 0.642 0.155 0.050 0.493 

Fear 0.447 0.139 0.913 0.002 0.386 0.135 

Happiness 0.340 0.023 0.784 0.230 0.222 0.218 

Sadness 0.034 0.789 0.046 0.727 0.891 0.008 

Surprise 0.010 0.421 0.426 0.237 0.001 0.658 
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O  
 < 0 .001]. Not surprisingly, faces with higher intensity received higher

ecognition accuracy. This analysis also revealed a significant inter-

ction between the emotion and agent condition [ F (15, 220) = 1.95,

 < 0 .020]. The interaction between agent and intensity was also signif-

cant [ F (18, 264) = 3.97, 𝑝 < 0 .001]. This suggests that there is a differ-

nce among agents at low intensities, but not high intensities. In other

ords, the type of agent is particularly important when recognizing

ubtle expressions. The three-way interaction was also significant [ F (90,

320) = 1.55, 𝑝 < 0 .001]. This suggests that the dependency on intensity

s only important for certain emotions (the intensity × agency inter-

ction was significant for anger, fear, sad, and surprise, all p ’s < 0 .05).

ig. 6 shows the mean accuracy for each agent condition at different

ntensity levels, collapsed across the different expressions. As shown,

he subjects discriminated emotion better on CR than on VA or TR. 

There was also a significant main effect of agency on recognition

ccuracy [ F (3, 44) = 3.06, p = 0.038]. Post-hoc LSD analysis on

ifferent agent conditions indicated that expression recognition for TR

as significantly worse than for human ground-truth and CR (p-values

f 0.010 and 0.014, respectively). All other agent conditions were not

ignificantly different from each other or ground-truth. In other words,

oth embodiment and presence were important factors in improving

he perception of emotional expressions. Expression discrimination

as better for the ground-truth (video of the human) condition than

he other conditions, which indicates that the facial expression of the

nimation has room for improvement. 

Table 4 shows the confusion matrices of the emotion recognition

ates for the different agent conditions of CR, TR, and VA. The highest

alues are shown in bold. As shown, anger, happiness, and sadness

ere perceived better on CR, while disgust, fear, and surprise were

ecognized better on the virtual agent. To address whether this differ-

nce was significant between different emotions, separate post-hoc LSD

nalyses were conducted for each emotion. Table 5 shows the result of

airwise comparisons post-hoc LSD analyses and effect sizes of different
33 
gent conditions for different emotions. Cohen’s d is an effect size used

o indicate the standardized difference between two groups defined as: 

 = 

𝑀 1 − 𝑀 2 √ 

( 𝜎2 1 + 𝜎2 2 )∕2 
(2) 

here M i is the mean and 𝜎i is the standard deviation of group i .

enerally, the effect size is considered small if d > 0.2, medium if

 > 0.5 and large if d > 0.8 ( Cohen, 1977 ). As indicated in Tables 5 : 

• Anger was recognized better on both CR and TR compared to VA,

with a medium effect size (effect of embodiment, Research Question

1). 
• Recognition of disgust, fear, and happiness was equivalent across all

the agent conditions. 
• Sadness was recognized better on CR compared to TR and VA, with

a medium/large effect size (the join effect of embodiment and pres-

ence, Research Question 3). 
• Surprise was recognized worse on TR comparing with VA, with a

medium effect size (effect of embodiment, Research Question 1).

However, Surprise was recognized better on CR compared with TR,

with a medium effect size (the effect of presence, Research Question

2). 

We believe that the negative effect of physical embodiment on the

erception of an agent’s surprised expression could have occurred be-

ause the jaw did not move in the static mask, making subtly surprised

aces difficult to perceive. This phenomenon (i.e., the effect of seeing

 moving expression on a static mask) was presumably less noticeable

hen the robot was present in front of users (CR condition), as the

ifference between CR and VA was not significant for the expression of

urprise. Since the only varying factor between TR and CR was the “pres-

nce ” of the robot, we believe that presence could potentially compen-

ate for the negative effect of seeing facial movements on a static mask.

These results are consistent with our previous study

 Mollahosseini et al., 2014 ), indicating that subjects perceived the

acial expression of anger (and sadness in the present study) with

reater accuracy in the robotic face than that of the virtual agent.

ur finding is also consistent with Bartneck et al. (2004) . We also
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l  
ound a significant difference between the robot and telepresence of

he robot for perception of the facial expressions of sadness, similar to

artneck et al., who found a significant difference between CR and TR

or recognizing sadness at intensities lower than 30%. 

This finding is inconsistent with a study by Lazzeri et al. (2015) in

hich all emotions were better perceived on a robotic agent than on a

irtual agent. Perhaps, the difference between Lazzeri et al. (2015) and

ur finding is mainly due to the difference between the embodiments

i.e., Android vs retro-projected robotic heads). The masks in retro-

rojected robotic heads are static, thus jaw and the lip movements are

nly optical and some facial movements such as nose wrinkling in the

xpression of disgust cannot be shown, whereas Android robotic heads

an be more flexible in controlling the skin if enough actuators are

rovided. In addition, Lazzeri et al. (2015) created a synthesized virtual

gent from a set of pictures of a physical robot acquired from various

ngles and used Unity 3D software to animate the 3D models. Our

irtual agent featured an accurate 3D model which was projected on

he robotic face. Hence, the same animation and expression dynamics

ere used in both our robot and virtual agent conditions. 

. Eye gaze 

Eye gaze is one of the most basic and important features of the

uman face for nonverbal communication. Humans incorporate gaze

oth consciously and unconsciously into various human-human in-

eraction schemes ( Chen and Yeh, 2012 ). For example, neurons in

he primate visual cortex can respond selectively to eye gaze, head

rientation, or even the combination of both ( Perrett et al., 1985 ).

ye gaze serves several different functions such as capturing attention,

aintaining engagement ( Cassell, 2000 ), conveying information about

motional and mental state ( Ruhland et al., 2014 ), augmenting verbal

ommunication ( Emery, 2000 ), orchestrating turn-taking, and deictic

eference ( Kendon, 1967 ). 

Considering the importance of eye gaze in social interaction, it is not

urprising that social gaze behavior has been studied in many robotic

latforms ( Imai et al., 2002; Mutlu et al., 2009; Yoshikawa et al., 2006 ).

echanical and Android robotic platforms control eye gaze by using

ctuators in the eyeballs. These actuators, however, may not be fast or

ccurate enough to replicate movement of the human eyes. The move-

ent of the human eye is controlled by three pairs of muscles and it can

each an angular speed of about 400°/sec with 200ms time to initiate

 Pateromichelakis et al., 2014 ). Computer graphics animations, on the

ther hand, have a greater capability for producing natural-looking

ye gaze ( Cassell, 2000; Ruhland et al., 2014 ). However, it is known

hat the perception of 3D objects that are displayed on 2D surfaces

s influenced by the Mona Lisa effect ( Todorovi ć, 2006 ). Hence, the

ack of physical embodiment and physical presence may constrain the

erception of virtual agents’ eye gaze. 

.1. Related work 

Many studies in vision science have evaluated head-eye gaze, but

nly on telepresent faces ( Allison et al., 2000; Baron-Cohen et al., 1995;

tier and Batty, 2009; Sweeny et al., 2012b ). Although embodiment and

resence have been studied individually, there is not a comprehensive

tudy that distinguishes the role of embodiment and presence in gaze

erception. Gaze perception of a physically present human agent and

is video was studied on a TV set by Anstis et al. (1969) . In this classic

tudy, subjects were asked to report the point on a glass screen at which

he agent (TV or a human) was looking. To simulate head rotation in

he telepresent condition, the TV set was rotated. The agent’s head was

otated to − 30°, 0° and 30° angles. The study found that eye gaze was

uch better perceived on a physically present human agent than on its

elepresent counterpart, and the perception of gaze was distorted with

he rotation of the TV. 
34 
Delaunay et al. (2010) studied gaze perception on the LightHead

obotic face, its telepresence, and the gaze of a human agent. A vertical

lass screen with a 10 ×10 grid was placed between the agents and the

ubjects, and subjects were asked to report the gaze point when viewed

rom a frontal and 45° angle. Since asking a human to hold his/her head

teady in a 45° position was not possible and chin/forehead rests did not

llow horizontal rotations, to study the effect of head rotation, subjects

ere instead moved to a position with a 45° angle with respect to the

gent. Under these conditions, subjects judged gaze from the video and

he robot in both frontal and 45° view situations with equal sensitivity.

Al Moubayed and Skantze (2012) compared the perception of eye

aze on Furhat robotic face with a human agent in different conditions

i.e., presence of vergence, static/dynamic eyelids, etc.). They took a

ifferent approach by asking the agents to look at nine points on a table

etween the agent and the subjects. In this case, there was no significant

ifference between gaze with vergence and without vergence. Further-

ore, head movement appeared to be more effective for influencing

udgments along the horizontal axis while eye movement dominated

udgments along the vertical axis. Regardless of conditions, gaze from

he human agent was perceived better than gaze from the robot. 

Studies show that virtual agents suffer from the Mona Lisa effect

 Al-Moubayed et al., 2012; Misawa et al., 2012; Mollahosseini et al.,

014 ), in which the eyes in a picture appear to be looking at the

iewer regardless of their location in front of the picture. For example,

l-Moubayed et al. (2012) studied the Mona Lisa effect on a virtual

gent and its 3D projection on Furhat robotic face. Five subjects were

imultaneously seated around the agent, each of whom was asked to

eport their perception of the agents’ eye gaze direction. The results

howed a clear Mona Lisa effect in the virtual agent since many subjects

erceived a mutual gaze at the same time. 

Table 6 summarizes several studies on eye gaze perception and their

ost relevant findings. The majority of these studies report that physical

resence plays a greater role in perception of an agent’s eye gaze than

hysical embodiment. Presumably, having a 3D view of the nose direc-

ion, the eye position and their composition help viewers to perceive eye

aze direction more accurately. Additionally, few studies have explored

mergent gaze. Emergent gaze occurs when the visual system integrates

lobal information about the rotation of the head with local information

bout the rotation of the eyes, to compute a distinct metric of gaze

resent in neither feature alone ( Cline, 1967; Kinya and Mitsuo, 1984;

luttz et al., 2009; Langton et al., 2004; Otsuka et al., 2014; Sweeny

nd Whitney, 2017; Wollaston, 1824 ). This approach to measuring gaze

erception has been surprisingly underutilized in robotics work. 

The present study evaluates the perception of emergent gaze, while

t the same time comparing the roles of embodiment and presence of

he robot. One of the reasons that emergent gaze has not been studied

xtensively both with humans and robots is the difficulty inherent

n controlling the movements of a human agent. Rotating a human’s

ead and eyes to an exact position requires special apparatuses, and it

omplicates the experiment process. Hence, most studies of gaze either

o not include a condition with a human agent, or they use a typical

hin/forehead rest to fix the human’s head in place, which precludes

xamination of emergent gaze. 

.2. Methodology 

To evaluate the accuracy of agents’ eye gaze in the current investi-

ation, the agent looked at a particular point on a glass divider located

etween the agent and the subjects. A horizontal line with fifty-one

quidistant points was drawn on the glass. The agent looked at a point

n the glass screen and subjects were asked to report their perception

f the agent’s gaze direction. 

In order to precisely set eye gaze toward a target point, we needed

o rotate the agents’ eyeballs such that the pupils were directed towards

he target point. In this study, the target points were at agent’s eye

evel, hence we only needed to change the yaw angle for the eyes.
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Table 6 

Summary and overview of literature comparing perception of eye gaze in different conditions. 

Work Agent Condition a EG b Description Results c 

CR TR VA GT 

Anstis et al. (1969) TV ✓ ✓ ✓ • A horizontal scale (ruler) was 

used 
• Video of a human used for TR 
• The agent’s head was rotated 

with −30 ◦ , 0 ◦ and 30° angles 

• Errors were greatest when head 

rotation and eye rotation were 

incongruent. 

Delaunay et al. (2010) LightHead ✓ ✓ ✓ ✓ • A grid with 100 cells was used 
• Video of a human used for TR 
• Instead of head rotation, 

subjects viewed the Agent with 

0° and 45° angles 

• CR performed better than TR 
• GT performed significantly 

better than other conditions, in 

both frontal and side view 

situations 

Al Moubayed and 

Skantze (2012) 

Furhat ✓ ✓ • A grid with nine cells was used 
• Vergence, parallel eyes, static 

and dynamic eyelids 

• Perception of gaze was 

significantly worse when the 

head was moving compared 

with eye movement alone. 
• No significant difference 

between gaze with and without 

vergence. 

Al-Moubayed et al. (2012) Furhat ✓ ✓ • Mona Lisa effect studied on five 

subjects sitting around a circle. 
• Only eye rotation studied 

• Gaze was perceived more 

accurately on CR 

Misawa et al. (2012) LiveMask ✓ ✓ • Photos of a person looking 

from −30 ◦ to 30°
• Instead of rotating the head, 

subjects’ view angle was 

changed 

• CR was significantly better 

than VA 
• The Mona Lisa effect occurred 

in VR 

Mollahosseini et al. (2014) Expressionbot ✓ ✓ • Mona Lisa effect studied on five 

subjects sitting around a circle 

• Discrimination of eye gaze was 

better on CR 

This work Ryan ✓ ✓ ✓ ✓ ✓

a CR, TR, VA, and GT stand for Copresent Robot, Telepresent Robot, Virtual Agent, and Ground Truth (human) respectively. 
b EG stands for Emergent Gaze which is defined as simultaneous movement of head and eye-gaze. 
c Only the relevant finding from the original papers are reported in this summary. 
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Fig. 7. Schema and the variables used in the calculating eye gaze angle (Draw- 

ing not to scale). 

Fig. 8. Mask with flat eye region (left) and with angled eye region (right). 

 

f  
ssuming the face is frontal (rotated zero degrees), the yaw angle for

ight and left eyes ( 𝛼r and 𝛼l , respectively) is calculated as: 

𝑟 = 

𝜋

2 
− arctan 

𝑥 + 𝐸 𝑟 

𝐷 𝑟 

(3) 

𝑙 = 

𝜋

2 
− arctan 

𝑥 − 𝐸 𝑙 

𝐷 𝑙 

(4) 

here 𝑥 ∈ [−75 cm , 75 cm ] is the target point on the glass screen. E r 
nd E l are the distance of right and left eye from the center of the glass

creen in the x -Axis, and D r and D l are the distance of the right and left

yes from the glass screen in the y -Axis, calculated as: 

 𝑟 = 𝐸 𝑙 = 𝐻 × sin ( 𝜃) (5) 

 𝑟 = 𝐷 𝑙 = 𝐷 + 𝐻 × cos ( 𝜃) (6) 

here H is the distance of the head pivot point ( C ) to the center of the

yes, 𝜃 is the angle between the eyes and the head pivot point, D is the

istance of the head pivot point to the glass screen. Fig. 7 (a) shows the

chema and the variables used in these calculations. 

When the head is straight and not rotated, 𝐷 𝑙 = 𝐷 𝑟 and 𝐸 𝑟 = 𝐸 𝑙 .

f the head is rotated by 𝛾° ( Fig. 7 (b)), the values of E r and D r in

qs. (3) and (4) are changed as follows: 

 𝑟 = 𝐻 × sin ( 𝜃 + 𝛾) (7) 

 𝑙 = 𝐻 × sin ( 𝜃 − 𝛾) (8) 

 𝑟 = 𝐷 − 𝐻 × cos ( 𝜃 + 𝛾) (9) 

 = 𝐷 − 𝐻 × cos ( 𝜃 − 𝛾) (10) 
𝑙 

35 
In the above equations, we assumed that the agent does not have any

acial curvature in the eye area ( Fig. 8 -left). If the face has an angle ( 𝜖)
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Fig. 9. Perception of eye-gaze setup. Fifty-one points with three centimeters 

distance from each other were marked on the glass. The agents looked at only 

A, B, C, D, and E points located at − 39, − 21, 0, 21 and 39 cm from the center 

respectively. 
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c  
n the eye area ( Fig. 8 -right), Eqs. (3) and (4) will change as follows: 

𝑟 = 

𝜋

2 
− arctan 

𝑥 + 𝐸 𝑟 

𝐷 𝑟 

− 𝜖 (11)

𝑙 = 

𝜋

2 
− arctan 

𝑥 − 𝐸 𝑙 

𝐷 𝑙 

+ 𝜖 (12)

.3. Eye gaze experiment 

We examined the perception of eye gaze with 23 subjects 7 female

nd 16 males, with age range of 21–40 years (Mean = 28.4, SD = 5.5),

ach of whom had normal or corrected to normal vision. To evaluate

he role of embodiment and presence in perception of agents’ eye gaze,

our conditions (VA, CR, TR, and GT) were examined in this experiment.

n each condition, the agent looked at a particular point on a glass

ivider located between the agent and the subjects. The subjects were

hen asked to report their perception of where the agent was looking. 

The subjects were seated in front of the glass screen, and then asked

o keep their head still on a chin-forehead rest and look straight at

he agent at a distance of 120 cm. To simulate the most accurate head

otation and avoid a Mona Lisa effect, which is common when viewing

 face on a flat screen, in the VA condition we presented rotations of

he animated head itself rather than rotations of the screen portraying

he head. Fig. 9 illustrates the eye gaze evaluation setup. 

Fifty-one points, three centimeters apart from each other, were

arked by letters and numbers on the glass. However, the agents

ooked at only five points located at − 39, − 21, 0, 21 and 39 cm (with

ero as the middle point of the glass divider). Hereafter, these points are

eferred to as A, B, C, D and E , respectively (shown in Fig. 9 ). Subjects

ere not aware of the agent’s restricted gaze targets, and they were

nstructed that the agent may look at any points on the glass. Fig. 10

hows photos of different conditions viewed from the subject’s position.

We examined the emergent perception of eye gaze (i.e., the integra-

ion of head rotation information with eye position). In particular, there

ere five possible head rotations ( −30 ◦, −16 ◦, 0°, 16°, and 30°), and in

ach head position, the eyes were shifted toward the five points on the

lass screen. An example of this condition is shown in Fig. 9 , where the

gent’s head is rotated toward +16 ◦ and the eyes are directed at point B .

The method described in Section 6.2 was used to calculate the angle

or the agent’s eyes in CR and TR scenarios. The dimensions of the robot

ead for CR and the 3D model for VA were measured, and depending
36 
n the target point on the glass screen, the eyes of the robot/3D model

ere rotated toward the target point. The measurement used in CR was:

 = 73 cm , 𝐻 = 13 . 35 cm , 𝜃 = 13 ◦, and the measurement used in VA

as: 𝐷 = 70 cm , 𝐻 = 10 . 45 cm , 𝜃 = 17 ◦. Since a mask with a flat eye re-

ion was used in CR and a flat screen was used in VA, the value of 𝜖 was

et to 0°. 

A Canon EOS 80D DSLR camera was used to take pictures of the

obot from the point of view of the subject. The captured pictures were

alibrated to the size of the robot head. Using this method, from the

oint of view of the subject, the agent in both CR and TR had the same

ize and proportions, and in theory, the same direction of eye gaze

if we took a picture from the subject’s point of view, it would look

he same). The difference was that the TR condition featured a 2D

epresentation of the CR condition. 

To keep the human agent’s head in an exact head rotation angle

onsistently during the GT experiments, we modified a chin/forehead

est to rotate and then stabilize in 1° increments. In the GT condition,

 human was seated in the place of the agent and looked at the points

n the glass, while keeping his head still on this chin forehead rest and

is shoulders facing directly forward. 

In all four conditions, first, the agent’s head was rotated to one of

he five angles ( −30 ◦, −16 ◦, 0°, 16°, and 30°) randomly. Then at each

f these head angles the eyes were rotated to gaze at one of the 10

oints on the board (two trials for the five targets A, B, C, D and E )

andomly. The subject was asked to close his/her eyes between each

rial to eliminate any effect of seeing the agent adjust his head and

yes. In total, each subject reported 50 gaze directions (5 angles × 5

oints × 2 trials) for each condition. Each condition was run in a block

asting five minutes and the subjects were asked to leave the room for

wo minutes until the room was setup for the next condition. 

Four different agent conditions (VA, TR, CR and GT) were presented

n random order to the subjects, and subjects were asked to report their

erception of the point at which the agent was looking. Accuracy was

alculated by measuring the error in each subject’s reports of eye gaze.

aze perception error was defined as the absolute distance between the

oint that the subjects reported and the actual target point at which

he agent was looking. 

.4. Eye gaze results 

We performed a 5 (head rotation) × 5 (eye gaze) × 4 (agent

onditions: CR, TR, VA and GT) ANOVA with agent condition, head
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Fig. 11. Average absolute error of gaze perception in different conditions [best viewed in color]. 

Table 7 

Average and proportional error with respect to human ground-truth for different 

agent conditions. 

Average error ± STD (cm) Proportional error to GT 

GT 7.88 ± 2.90 –

CR 10.50 ± 3.11 33.26% 

TR 11.04 ± 3.16 46.47% 

VA 13.04 ± 2.88 65.57% 
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Fig. 12. Estimated marginal means of gaze perception error for different agents 

and (a) head rotation angles and (b) different gaze target points. The target 

points A, B, C, D corresponds to − 39, − 21, 0, 21 and 39 cm from the center, 

respectively. 
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r  

a  
otation and target point as within-subject factors. The dependent

ariable was gaze perception error. This analysis revealed a significant

ain effect of agent condition [ F (3, 66) = 134.55, 𝑝 < 0 .0001]. We also

ound main effects of head rotation [ F (4, 88) = 70.25, 𝑝 < 0 .0001] and

ye gaze [ F (4, 88) = 31.39, 𝑝 < 0 .0001]. This analysis also revealed an

nteraction between agent condition and head rotation [ F (12, 264) =
1.17, 𝑝 < 0 .0001], but the interaction between the agent condition and

ye gaze was not significant [ F (12, 264) = 95.16, n.s ]. Fig. 12 shows the

stimated marginal means of gaze perception error for different agents,

ead rotation angle and target points. As shown, differences between

he agent conditions depended on head rotation, but not eye gaze. 

Table 7 shows the average and standard deviation of error for

ach condition and proportional error with respect to human ground-

ruth. The results indicate that eye gaze was better perceived on CR

han TR and VA, with 13.21% and 32.23% lower proportional error,

espectively. Fig. 11 shows the average error (cm) in the perception

f different agents’ eye gaze for different head rotation and target

oints. As Fig. 11 (a) shows, when the eye gaze was directly toward

he subject’s face (point C), the perception of eye gaze had a relatively

egligible amount of error. In other words, subjects were able to

ecognize mutual eye contact with high precision on the human agent.

he same pattern emerged in the CR and TR conditions. Interestingly,

ubjects discriminated mutual eye gaze poorly in the VA condition,

specially with incongruent head and eye rotations. 

Notably, when the head was rotated to its extremes ( −30 ◦ and 30°),

erception of gazes directed toward points B and D had higher error

han gazes directed toward points A and E . This suggests that subjects

ad difficulty recognizing gaze direction accurately when the rotation

f the head was incongruent with that of the eyes. Hence, subjects may

ave guessed a point at the far end of the glass screen, which gave them

ore room for error at points B and D . 

As shown in Fig. 11 , eye gaze of the virtual agent was seen with a

otable amount of error ( ∼24 cm) when combined with a strong head

otation. This could be because the animation lacked binocular depth

ues by virtue of being present on a flat screen. This could have made

he perception of head rotation more difficult, while the embodiment

f the robot helped subjects to recognize the head angle better. 

In order to more directly measure the effect of agents’ embodiment

nd presence, we removed human GT from the analysis and performed

 5 (head rotation) × 5 (eye gaze) × 3 (agent conditions: CR, TR, VA)

NOVA with agent condition, head rotation and eye gaze as within-
37 
ubject factors. This analysis revealed main effects of agent [ F (2, 44)

 8.740, p = 0.001], head rotation [ F (4, 88) = 64.95, 𝑝 < 0 .001] and

ye gaze [ F (4, 88) = 16.39, 𝑝 < 0 .0001]. Similar to previous analysis,

nd as shown in Fig. 12 , there was a significant interaction between

he agent condition and head rotation [ F (8, 176) = 8.75, 𝑝 < 0 .0001],

ut the interaction between the agent condition and eye gaze was not

ignificant [ F (8, 176) = 23.98, n.s ]. 

Since there was an interaction between the agent condition and head

otation, we performed pairwise two-tailed t -test comparisons between

gent conditions at different head rotations. Table 8 shows pairwise
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Table 8 

Pairwise comparison (LSD p -value) and Cohen’s d effect size of users’ perception 

of eye gaze at different head rotations. Significant pairs are shown in bold. 

TR vs CR VA vs CR VA vs TR 

Head Angle p d p d p d 

−30 ◦ 0.660 0.13 < 0.001 1.49 < 0.001 1.22 

−16 ◦ 0.479 0.21 0.190 0.39 0.5484 0.17 

0° 0.890 0.04 0.278 0.32 0.269 0.32 

16° 0.599 0.15 0.116 0.47 0.158 0.42 

30° 0.217 0.36 0.004 0.89 0.023 0.69 
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 -value and Cohen’s d effect-size between agent conditions. As shown,

mbodiment (Research Question 1) improved the perception of eye gaze

t −30 ◦ and 30°, as indexed by significant differences between TR and

A conditions ( 𝑝 < 0 . 001 and 𝑝 = 0 . 023 with large effect sizes 𝑑 = 1 . 22
nd 𝑑 = 0 . 69 respectively). Physical presence did not improve the per-

eption of eye gaze (Research Question 2), as the differences between

R and CR conditions were not significant at any head angle. There

ere also significant differences between CR and VA at −30 ◦ and 30°,

oth 𝑝 < 0 . 001 with large effect sizes 𝑑 = 1 . 49 and 𝑑 = 0 . 89 respectively

Research Question 3). Because TR and VA were both significantly

ifferent at these head angles, we conclude that improvement in the

erception of eye gaze compared with CR is mainly due to embodiment

ather than presence of the robot. And in particular, embodiment of

he robot highly affected the precision of the gaze perception combined

ith extreme head rotations in a frontal situated setting. 

These findings are congruent with previous studies showing that the

erception of a robot’s eye gaze is more accurate than that of a virtual

gent ( Al-Moubayed et al., 2012; Misawa et al., 2012; Mollahosseini

t al., 2014 ). There was no difference in perception of gaze when seen on

 robotic agent or its telepresence, which is consistent with a study per-

ormed by Delaunay et al. (2010) . We also did not observe a significant

ifference between gaze perception on the telepresent robot and virtual

gents —a comparison which has not been addressed in previous studies.

. Conclusion 

This work examines the role of social robots’ embodiment and

resence in users’ perception of facial cues using a quantitative ap-

roach. Understanding how people respond to physical and virtual

gents is an important factor in designing successful social agents.

hree research questions as the effect of physical embodiment (Q1),

hysical presence (Q2), and the joint effect of physical embodiment

nd presence (Q3), on human perception of agents’ facial cues (visual

peech, facial expressions and eye gaze) were studied in this research.

o study these effects, we leveraged three different agent conditions

i.e., copresent robot, telepresent robot, and virtual agent) as well as

uman ground truth to evaluate the optimal case in our settings. The

esults of this study indicate that: 

1. There was no evidence that embodiment or presence improves the

perception of visual speech, regardless of syntactic or semantic cues

in sentences. 

2. Both embodiment and physical presence improve the perception of

certain facial expressions in emotive agents. 

3. The combination of embodiment and presence (and mainly embodi-

ment) highly affects the precision of eye gaze perception in a frontal

situated setting. 

Comparison of our findings with previous studies also indicates that

he type of embodiment is important. We used a retro-projected robotic

ead in this study, which has some limitations (e.g., the mask is static,

he jaw and lip movements are only optical). We believe that the lim-

tations of embodiment can highly affect the perception of social cues.

or example, the static jaw and optical lip movement may affect the

erception of visual speech on the retro-projected robotic, and hence
38 
here was no significant effect of embodiment or presence in visual

peech. Also, since the jaw does not move, the perception of a surprised

xpression on the video of the robot was significantly lower than the

irtual agent. In addition, the eye movement on the retro-projected

obotic head is also optical and the eyeballs do not rotate on the static

ask. Our results showed a significant interaction between the agent

ondition and the head rotation, while the interaction of the agent

ondition and the eye gaze was not significant. This might be again due

o the limitation on embodiment, which can be validated by comparing

wo different embodiments (e.g., an Android robot v.s. a retro-projected

obot) in future studies. 

Naturally, each type of embodiment has its own limitations. For in-

tance, mechanical or Android robotic heads are limited by the number

f actuators used in their face preventing them from showing accurate

isual speech or certain facial expressions. Therefore, the findings of

ny investigations on the role of embodiment and presence cannot

ecessarily be generalized to other types of robotic embodiments,

ithout considering the characteristics of the embodied agents. 
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